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The recent combination of scanning electron microscopy and digital image correlation (SEM-DIC) enables the 

experimental investigation of full-field deformations at much smaller length scales than is possible using optical 

digital image correlation methods. However, the high spatial resolution of SEM-DIC comes at the cost of complex 

image distortions, long image scan times that can capture gradients from stress relaxation, and a high noise 

sensitivity to SEM parameters. In this paper, it is shown that these sources of error can significantly impact the 

quality of the results and must be accounted for in order to perform accurate SEM-DIC experiments. An existing 

framework for distortion corrections is adapted to improve accuracy and the procedures are described in detail. As 

the results demonstrate, time varying drift distortion is a larger problem at high magnification while spatial 

distortion is more problematic at low magnification. Additionally, the new use of sample-independent calibration 

and a method to eliminate the detrimental effects of stress relaxation in the displacement fields prior to distortion 

correction are introduced. The impact of SEM settings on image noise is quantified and noise minimization schemes 

are examined. Finally, a uniaxial tension test on coarse-grained 1100-O aluminum is used to demonstrate these 

techniques, where active slip planes are identified and strain localization is examined in relation to the underlying 

microstructure. 

Digital Image Correction, DIC, Scanning Electron Microscopy, SEM, Image Distortion, 

Deformation Mapping, Image Noise, Strain Localization 
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Introduction 

The full-field, quantitative characterization of the small-scale deformation behavior of 

materials has recently been made possible with nanometer spatial resolution by using a 

combination of Scanning Electron Microscopy (SEM) and Digital Image Correlation (DIC), here 

termed SEM-DIC. SEM-DIC is an emerging and powerful technique used to study nano- and 

micro-scale phenomena in a wide range of materials. By combining SEM-DIC with electron 

backscatter diffraction (EBSD) microstructure mapping, it is now possible to link in-situ 

deformation behavior, at the length scale of the microstructure, directly to the underlying 

crystallography of the material (for detailed background information on the DIC and EBSD 

techniques, please see [1-5] and the references contained therein).  

Recent work using SEM-DIC has provided substantially more information than possible 

with traditional methods, such as measuring the offset of fiducial lines on the surface. However, 

while high-quality examples of the application of SEM-DIC to experimental mechanics exist, 

few of them incorporate SEM image distortion corrections, which are significant. Recent 

experiments utilizing SEM-DIC include a 2011 study investigating damage mechanisms in 

porous carbonate under compressive loading [6]. In that work, the material had a small failure 

strain of 0.0011, yet strain localization was observed by keeping the noise levels sufficiently low 

through the use of a Field Emission Gun SEM (FEG-SEM), a large spot size, and long dwell 

times requiring up to seven minutes for a single image capture. While the SEM images used in 

that study were not corrected for distortion, displacement measurement uncertainties due to 

errors in positioning of the electron beam and image noise were examined by calculating the 

standard deviation from stationary image pairs. Experiments have also been conducted on 

metallic superalloys, including a 2009 work by Tschopp et al. on René 88DT utilizing a 
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combination of EBSD, SEM, and DIC to relate strain localization directly to the Schmid factor 

of individual grains [7]. Tschopp et al. demonstrated that no relationship exists between the 

maximum shear strain and the Schmid factor for that material. In the Experimental section of this 

paper, it is demonstrated that dislocation slip is not always apparent in the shear strain field, but 

for the 1100 Al investigated here, there is a relationship between strain localization and Schmid 

factor. In 2012, Walley et al. used SEM-DIC to study the high temperature strain localization 

behavior of the nickel-based superalloy René 104 [8], and determined quantitative measures of 

strain localization that concentrated primarily at grain boundaries. While Walley et al. did 

examine the axial, transverse, and shear strain fields, no correlation was found between Schmid 

factor and strain localization. However, Walley et al. observed slip steps on the surface in grains 

with high Schmid factors, indicating that the spatial resolution of the DIC experiment may have 

been too low to capture slip displacements in this case. These works highlight the advantages and 

strong capabilities of this emerging approach, and the critical need for its careful development 

and accurate implementation.  

The combination of SEM and DIC is a powerful new experimental methodology, but its 

correct implementation introduces challenges that are far more complex than those encountered 

in macro-scale DIC. The first challenge is the application of a suitable tracking pattern to the test 

sample surface. DIC measures displacements, and thus strains, by tracking a random, high 

contrast pattern from image to image. The pattern can be natural surface features, but more 

commonly is artificially applied. To achieve accurate results, it is important that a high-quality 

tracking pattern is used; incorrect results can often be traced back to a suboptimal pattern. 

Applying a small-scale tracking pattern, for example in a 50µm x 50µm or smaller field of view 

(FOV), is particularly difficult; because this has been addressed in recent work by the authors [9, 
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10] it will not be discussed here. Unlike macroscopic DIC, in which optical images can be fed 

directly into commercial correlation software, SEM-DIC also requires careful correction of a 

variety of distortions that are inherent to SEM imaging. Correction of these complex distortions, 

which arise from the rastering and time dependent nature of SEM image capture, the 

electromagnetic lenses, and the beam deflection coils, is another significant challenge of SEM-

DIC. Due to their complexity, these distortions cannot be corrected by classical parametric 

distortion models. Extensive and high-quality work has been performed by Sutton et al. to 

account for these distortions [11-13], which can be considered as time varying drift and spatial 

distortions. Drift distortion dominates at high magnifications while spatial distortion dominates 

at low magnifications. Drift distortion can cause magnification-dependent pixel drifts as high as 

0.34 pixels/minute at an image resolution of 29 nm/pixel as observed by the authors during the 

calibration phase of a tensile test on 1100 Al. Magnification dependent spatial distortions as high 

as 1.6 pixels at an image resolution of 730 nm/pixel can occur, as observed by the authors in a 

tensile test on pure Al at a global strain of 0.2. The distortions can result in largely inaccurate 

strain and displacement data, and it is critical that they are correctly accounted for when running 

SEM-DIC experiments.  

This paper will begin by addressing SEM image distortion in the section titled Distortion 

Corrections. A distortion correction framework first developed by Sutton et al. [11-13] is 

adapted to correct for the effects of stress relaxation that occurs during the image scan and can be 

particularly detrimental to drift distortion correction. If stress relaxation is present and the drift 

distortion corrections do not account for it, it can contaminate the drift correction functions and 

surprisingly, lead to worse distortions than if the data was left uncorrected. In Drift Distortion: 

Accounting for Stress Relaxation, two methods for removing stress relaxation from calibration 
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data are presented. Results from a test on 6061-T6 Al are discussed to illustrate the effects a 

large load drop of approximately 5 N between image scans can have on calibration image data. 

In addition to distortion, SEM images can suffer from substantially more noise than optical 

images [6, 12], which limits the minimum discernible displacement measurements. In the section 

Noise Reduction, the effect of SEM imaging parameters on the noise incurred in displacement 

fields is quantified. The noise comes from the statistical nature of the electron production from 

the gun and the interactions of these electrons with the sample, and thus is different for every 

pixel. In addition, the secondary or backscatter electron detector can generate noise and the 

circuitry within the SEM can then amplify this noise [14]. The dependence of SEM image noise 

on a wide range of parameter settings will be compared to noise from a Point Grey Grasshopper, 

Model 50S5M/C-C CCD commonly used for optical DIC experiments. In addition, the 

application of a local averaging filter to further reduce noise and enable the accurate 

identification of low-level initial strain localization will be discussed.  

These approaches are then demonstrated with an in-situ tensile test on an 1100-O 

aluminum sample at an image resolution of 33 nm/pixel (67.4 µm horizontal field width (HFW)). 

Aluminum was chosen as a model material because it is known to deform primarily by slip on 

the {111} planes in the 

! 

<1 1 0 > directions. Deformation at the microstructural length scale is 

accurately tracked in real time during loading, and active slip planes are precisely determined 

through the combination of SEM-DIC and EBSD. The techniques described in this paper can be 

scaled up to larger FOVs, or down to smaller FOVs, as need dictates. 

Distortion Corrections 

The electromagnetic focusing and scanning systems of a SEM lead to complex image 

distortions, resulting in inaccurate DIC displacement data if left uncorrected. Sutton et al. [11-13] 
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were the first to recognize that these distortions exist and need to be corrected prior to 

displacement and strain calculations. These distortions are characterized into two categories – (1) 

drift distortion, which varies over time; and (2) spatial distortion, which is similar to the 

distortion present in optical lenses and can vary from test to test. The reader should keep in mind 

the critical fact that the spatial distortion of a point is directly related to the translation of that 

point. Note that the drift and spatial distortion correction techniques presented here have been 

applied to tests and verified to be effective at image resolutions from 29 to 1500 nm/pixel.  

Pre-Test Calibration Phase  

To correct for both spatial and temporal distortions, nominally eighteen micrographs of a 

speckle-patterned calibration sample are captured during a pre-test calibration phase [11]. A 

timer is started when the first image is captured, and the time at which every subsequent image is 

captured is recorded. The images are captured in pairs, with the sample remaining stationary 

within each pair. Between image pairs during this pre-test calibration phase, the sample is 

translated a known distance in the horizontal and vertical directions, as shown in figure 1. Four 

horizontal and vertical translations are performed to get an accurate measurement of spatial 

distortion and minimize the length of the calibration phase. The total x and y translation should 

be approximately 1/4 of the FOV. For example, in a 200 µm wide image, the total x and y 

translations would both be 50 µms and would be performed in 12.5 µm steps. Note that diagonal 

translations can also be made and used as a post-correction check to ensure that the sum of the 

horizontal and vertical spatial distortion surfaces account for the distortion seen in the diagonal 

translations. The stationary image pairs taken during pre-test calibration are used to correct for 

drift distortion, and the orthogonally translated images are used to correct for spatial distortion.  
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[Fig 1 Diagram of the translation sequence used for distortion correction. Images are captured in 

pairs with translations occurring between stationary image pairs. The total x and y translation 
should be approximately 1/4 of the FOV.] 

 

Test Calibration Phase  

The duration of SEM-DIC tests can be on the order of several hours to a day, and 

although spatial distortion remains nominally constant, the drift distortion correction image pairs 

captured during the pre-test calibration phase may not accurately predict the drift distortion that 

occurs throughout the test. Thus, stationary calibration image pairs continue to be captured 

during the test phase. This requires that the chamber remains pumped at vacuum and the source 

energized following the calibration phase to avoid any effect on drift distortion from drops in 

chamber pressure or cooling of the source. Rigid body translations are not performed during the 

test, since spatial distortion does not vary throughout the test and can be accurately predicted 

during the calibration phase.  

The effects of stress relaxation, if significant, become apparent in test phase calibration 

images captured of the loaded test sample surface. One method to remove stress relaxation from 
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the test-phase calibration images, applicable at any image resolution, is through the use of an 

unloaded pattern (instead of the standard method of using the test sample pattern) for the image 

pairs captured during the test phase. If this is not possible, a relationship between load and 

relaxation can be determined and used for correction at image resolutions from 30 to 300 

nm/pixel (verified in experiments). Both techniques are introduced in this paper. If stress 

relaxation is present and is unaccounted for, the distortion-corrected data can actually have a 

greater amount of distortion than the uncorrected data. In the work presented here, an unloaded 

patterned specimen of Inconel positioned next to the tensile specimen and at the same working 

distance was used, as shown in figure 2. More details on stress relaxation will be discussed in 

detail in the subsection Drift Distortion: Accounting for Stress Relaxation.  

 
[Fig 2 Grip section of the in-situ tensile stage, showing the aluminum tensile sample and Inconel 

sheet with a nanoparticle speckle pattern for sample-independent calibration, which improves 
distortion correction accuracy.] 

 

Drift Distortions 

Drift distortion (also known as pixel drift) can lead to significant errors over the typical 

duration of a SEM-DIC experiment. Drift distortion can result from motion of the SEM stage, 
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heating of components in the electron column or the sample itself, charging of contamination on 

beam deflectors and apertures, charging of the SEM stage or sample, and interference from 

magnetic fields [15-20]. It is important to note that pixel drift is not constant within the image. 

At low magnifications with image resolutions coarser than approximately 750 nm/pixel, it will 

commonly appear as a vertical gradient in the displacement fields, while at higher magnification 

such as in the experiment presented here, it can have complex curvature as shown in figure 3. 

Drift distortion is related to the image resolution, and is more problematic in high spatial 

resolution experiments (particularly when the image resolution is finer than nominally 500 

nm/pixel), as shown in figure 4. To generate figure 4, the magnitude of the mean drift velocity 

was calculated for each calibration phase stationary image pair in each test, and the largest 

magnitude value from each test was plotted. When converted to physical drift, the maximum 

pixel drift velocity is near 10 nm/minute for all image resolutions. Thus, the effect of pixel drift 

increases with magnification; for example, after one minute in a 1 mm HFW, a pixel will have 

drifted nominally 10 nm or 0.001% of the HFW. However, after one minute in a 10 µm HFW, a 

pixel will have drifted 10 nm, or 0.1% of the HFW. These drifts can add up over the typical 

duration of a SEM-DIC experiment. In a previous test with an image resolution of 29 nm/pixel 

(30 µm HFW), drift as high as 0.34 and 0.28 pixels/minute in the horizontal and vertical 

directions respectively was observed, which resulted in up to 14 (horizontal) and 68 (vertical) 

pixels of distortion in the final test images of the 4.5-hour experiment. Note that larger distortion 

was observed in the vertical direction for that test, because the vertical drift velocity remained 

nominally constant, whereas the horizontal distortion was initially high and then settled near zero 

(an occurrence specific to this test). In that previous test, the difference in vertical drift 

displacement over the entire final test image was approximately 13 pixels. If uncorrected, these 
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13 pixels constitute a significant displacement error which would have resulted in a vertical 

strain error of up to 0.014. In this work, image correlation (pre-correction) is performed on the 

stationary image pairs using a commercial software package [21], following which the 

relaxation-free displacement data is used to correct for drift distortion.  

 
[Fig 3 Drift distortion surfaces for the final test image of the 1100-O Al tensile sample presented 

in the Experimental section. These surfaces need to be subtracted from the horizontal and 
vertical displacement fields to correct for drift distortion.] 

 

 
[Fig 4 Drift velocity (in pixels/minute) decreases at coarser image resolutions (larger nm/pixel 

values), leveling out for image resolutions coarser than nominally 750 nm/pixel. When 
converting to physical drift, the max drift velocity at every image resolution is less than 10 

nm/minute. Error bars represent the standard deviation.] 
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Drift Distortion: Accounting for Stress Relaxation  

If the material being studied undergoes significant stress relaxation, drift distortion 

corrections performed without accounting for it can lead to greater distortions than if the images 

had been left uncorrected. Stress relaxation [22-24] exists in calibration image data captured 

during the test phase because SEM image capture proceeds by scanning an electron beam over 

the surface of a test sample, capturing each pixel sequentially (rather than simultaneously as with 

an optical camera). Long image scans are required in SEM-DIC to increase the signal to noise 

ratio, but can capture stress relaxation that occurs while the displacement is held constant for 

image acquisition. Figure 5 shows a plot of drift velocity versus time at one specific (x,y) 

position in the calibration images from a tensile test on 6061-T6 Al (horizontal tensile axis) at an 

image resolution of 68 nm/pixel (70 µm HFW). Here, the circles and triangles indicate drift 

velocity with and without stress relaxation correction, respectively. The uncorrected data 

(triangles) represent the drift velocities that would be used to correct for drift distortion without 

considering stress relaxation. The first 50 minutes represent the calibration phase, when the 

sample was under zero applied load and the drift velocity remained nominally centered around 

zero. After plastic deformation occurred at 135 minutes, the effect of stress relaxation on the 

displacement field became immediately apparent and the drift velocity rapidly increased. The 

stress relaxation in the sample, because it is a real deformation mechanism that was being 

artificially corrected for, caused a false increase in the drift velocity. The actual drift velocity, 

where stress relaxation is accounted for through the use of an unloaded calibration pattern, is 

shown by the circular data points in figure 5 and remained nominally constant as loading 
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proceeded. This nominally constant drift velocity has been confirmed in additional tests with 

image resolutions ranging from 29 to 1500 nm/pixel. 

 
[Fig 5 Trend in drift velocity at a specified pixel location throughout a test previously performed 
on 6061-T6 Al. Stress relaxation erroneously affects drift velocity and if not accounted for, will 
result in an overcorrection of the drift distortion. This test was performed at an image resolution 

of 68 nm/pixel (70 µm HFW) and a horizontal tensile axis.] 
 

 
[Fig 6 Load vs. time for a test on coarse-grained 6061-T6 Al. In the elastic regime, the load 

remains nearly constant during image capture. After plastic deformation occurs at ~5000 
seconds, larger load drops during image capture are apparent.] 
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Large stress relaxation induced displacements in stationary calibration image pair data 

have been observed in both 6061-T6 coarse-grained aluminum and ultrafine-grained pure 

aluminum tensile samples when the load drop between image scans exceeds 1 N. If stress 

relaxation is observed in the calibration image pair data, it must be removed before the data is 

used for distortion correction. Consider as an illustrative example the load vs. time plot for a 

6061-T6 Al test specimen tested at an image resolution of 68 nm/pixel (70 µm HFW) with a 

horizontal tensile axis, shown in figure 6. The stress relaxation occurring in the dashed box in 

figure 6, at nominally 9000 seconds, is clearly evident as a vertical gradient in the horizontal 

displacement field of the stationary calibration image pair captured during this time, shown in 

figure 7. Note, figure 7 has not been corrected for image distortion. However, drift and spatial 

distortion is very small. Spatial distortion scales with displacement and is near zero due to the 

small displacements observed here. Drift distortion is near 15 nm due to the short time between 

image captures; much smaller than the stress relaxation displacements. The relaxation rate was 

largest directly after loading stopped, and subsequently leveled as the displacement was held 

constant for image acquisition. The top of the image in figure 7 was measured to have shifted 

180 nm to the right while the bottom of the image shifted by 60 nm. The horizontal 

displacements shown in figure 7 were much greater than those in the calibration phase stationary 

image pairs, which averaged 15 nm.  

The large displacements caused by stress relaxation will lead to an overcorrection of drift 

distortion. Also, because relaxation results in larger magnitude displacements at the top of the 

image than at the bottom, the distortion of the displacement fields corrected with this data would 

spatially vary, incurring greater distortion at the top. As an additional complication, relaxation 
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can occur either to the right or to the left in images, depending on the location of plastic 

deformation in the gage section. These jumps from positive to negative in apparent drift interfere 

with the generation of drift distortion correction functions and leads to increased distortion in the 

corrected data. Two techniques to remove stress relaxation effects, if observed in calibration 

image pairs captured during the test phase, are described below. 

 
[Fig 7 Horizontal (u) displacement field from the stationary image pair captured during the time 

period highlighted by the dotted box in figure 6. Stress relaxation of the 6061-T6 Al tensile 
sample occurred throughout the entire image scan, but at a greater rate initially than at the end.] 

 

The first technique to remove stress relaxation from distortion corrected data, and the one 

used in the experiment presented later in this paper, utilizes an unloaded pattern on a separate 

substrate for calibration images. The unloaded calibration pattern is applied to an Inconel sheet 

and placed next to the tensile sample through the use of an ancillary positioning device as shown 

in figure 2. Inconel's resistance to creep and low coefficient of thermal expansion are particularly 

important for high temperature SEM-DIC testing. For convenience, the pattern does not need to 

be directly applied to the Inconel if the test is conducted at nominally ambient temperatures – it 

can instead be applied to a small piece of the test material attached to the top of the Inconel, 

allowing imaging of the tensile sample and the calibration pattern without adjusting contrast and 
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brightness. The position of the calibration pattern can be adjusted with the ancillary positioning 

device controlled through the use of the SEM’s external positioning knobs, using z-control to 

locate the pattern at the exact working distance of the tensile sample and rotation control to 

locate the pattern away from the heating element used in high temperature tests as further 

protection against creep. The ancillary positioning device is mounted directly to the tensile stage 

so that when calibration images are needed, the x and y stage positioning knobs can be used to 

translate from the tensile sample to the calibration pattern. Note that the test sample pattern can 

be used during the (unloaded) calibration phase, but the unloaded pattern should be used after 

loading of the sample begins.   

If stress relaxation is apparent and hardware modifications cannot be made to the SEM or 

tensile stage for use of an unloaded pattern, linking of the relaxation-induced displacement to the 

load drop that occurs during the calibration image scans can be used. This technique has been 

validated with experiments at image resolutions from 30 to 300 nm/pixel. Figure 8 shows the 

load drop that occurred due to stress relaxation during the capture of the stationary calibration 

image pair in the highlighted area of figure 6. The top curve shows the load profile for the first 

image scan and the lower curve shows the load profile for the second image scan. Since the time 

each pixel is scanned is known, surfaces are created consisting of the load at each pixel in each 

scan. The surface from the second scan is then subtracted from that of the first in order to reveal 

the change in load that occurred at every pixel between the first and second image, as shown in 

figure 9. As expected, the load drop surface in figure 9 shows a similar gradient to the horizontal 

displacement field in figure 7. (Note that if the relaxation is to the left, causing the displacement 

to be initially negative and increase over the scan, the load data can be flipped so that both load 

and displacement data increase over the scan). The load drop surfaces are then converted to 
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displacement surfaces and aligned with the horizontal (u) displacement fields through the 

application of a conversion factor. The conversion factor is determined by finding the value that, 

when multiplied by the load surface, minimized the difference between all of the u displacement 

fields and their associated load surfaces. For the 6061-T6 Al test and sample geometry 

considered here, the conversion factor was found to be 0.024 µm/N. The conversion factor is 

applied to the load surfaces, and the converted surfaces are subtracted from the u displacement 

fields. The displacement field from figure 7 is shown in figure 10 after relaxation has been 

removed. The remaining curvature of the displacement field is due to drift and spatial distortions 

and can now be removed with subsequent distortion correction. This technique was initially 

developed for single image scans but has also been applied to integrated image scans, in which 

image integration is used to further reduce data noise. To correct integrated images, the load drop 

that occurs over each image scan is calculated and then averaged. In the integrated images, 

relaxation is still observed in the horizontal displacement fields for a horizontal tensile axis, but 

the magnitude is reduced. This technique can also be applied to images in which the tensile axis 

is vertical. Then relaxation will be observed in the vertical displacement field with a vertical 

gradient similar to that shown in figure 7. 
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[Fig 8 Load drop that occurred for the stationary image pair captured of the 6061-T6 Al tensile 

sample during the highlighted period shown in figure 6.] 
 

 
[Fig 9 Surface representation of the load drop that occurred between the first and second image 

captured of the 6061-T6 Al tensile sample during the highlighted period shown in figure 6.] 
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[Fig 10 Displacement field of the 6061-T6 Al tensile sample from figure 7 after displacements 

due to relaxation have been removed. The remaining curvature of the displacement field is due to 
drift and spatial distortions and can now be removed with subsequent distortion correction.] 

 
 

Both of the approaches discussed above effectively remove the effects of stress relaxation 

from calibration image data, but the user must decide which technique to implement. An 

unloaded pattern can be used at any image resolution and is the easiest to implement if it is 

possible to make minor modifications to the SEM or tensile/compression stage. Since the 

unloaded pattern calibration images do not suffer from stress relaxation, their DIC data can be 

used as-is for distortion correction. Relating relaxation displacements to the load drop allows for 

quantification of the stress relaxation, but adds the additional step of correcting the calibration 

data for relaxation prior to using it for distortion correction. However, since the relationship 

between load drop and stress relaxation displacements is known, application of this technique 

does allow for the removal of stress relaxation from test image data. This technique has only 

been validated in experiments from 30 to 300 nm/pixel. At image resolutions coarser than 300 

nm/pixel, stress relaxation displacements are of very small magnitude and have not been 

observed. Additionally, note that the conversion factor changes with material, sample geometry, 

and number of image integrations. For example, in tests performed on ultrafine-grained pure Al 
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using four image integrations at an image resolution of 31 nm/pixel (110 µm HFW), the 

conversion factor was found to be 0.06 µm/N versus 0.024 µm/N for the single scans of 6061-T6 

Al presented here. Variations in the relaxing displacement fields at areas of strain localization 

could not be observed. Additionally, stress relaxation was not observed in 1100-O Al tensile tests 

at image resolutions of 29 and 33 nm/pixel where the load drop between test-phase calibration 

image pairs never exceeded 1 N. Based on ease of implementation and simplicity, unless the user 

desires to quantify stress relaxation, the use of an unloaded pattern is recommended.  

Spatial Distortions 

Spatial distortions can cause large errors in the calculated displacement fields, 

particularly in high strain or large displacement tests. For example, spatial distortions of 1.60 

pixels (in the tensile direction) were observed in pure aluminum samples at a strain of 0.2 for an 

image resolution of 700 nm/pixel (720 µm HFW). Spatial distortion is similar to the distortion 

present in optical lenses, but it cannot be corrected with classical parametric distortion models 

due to the complex electromagnetic focusing and scanning processes utilized in an SEM. While 

spatial distortion remains nominally constant throughout a test, it has been observed to change 

between tests due to filament replacement, gun or aperture alignments, or other service 

performed on the electron column. In this work, it has been observed that spatial distortion 

decreases as magnification increases. 

Spatial distortion is itself a function of displacement, and thus can be quantified from 

translated image pairs captured during the calibration phase and does not require any additional 

translated image pairs to be captured during the test. As mentioned previously and as outlined in 

[11], during the calibration phase the sample is translated by known amounts in x (u 

displacement) and y (v displacement). These displacements are sized so that the total translation 
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in each direction is greater than that expected during the test. In this work, a total translation of 

approximately 1/4 of the FOV size is used. Using the image just prior to the first translation in 

each direction as a reference (x ref and y ref in figure 1), digital image correlation is performed 

on the first image captured after each translation. This results in data sets composed of 

displacement fields for pure u and v displacements of varying magnitude (x, 2x, 3x, 4x and y, 2y, 

3y, 4y as shown in figure 1).  

Prior to being used for spatial distortion correction, the translated DIC data is corrected 

for drift distortion using the functions generated from the stationary image pairs. Next, the input 

rigid body displacements are subtracted from each data set. If undistorted, the resulting u and v 

displacement fields would be centered at zero. Therefore any nonzero displacement data points 

are a result of spatial distortion (and image noise, which must be minimized). The spatially 

distorted u and v displacement fields are then fit with biquintic surfaces, as shown in figure 11 

for the test presented in the Experimental section of this paper. These surfaces represent the 

spatial distortion for the given input translations and change based on translation direction and 

magnitude as demonstrated in figures 11 and 12 respectively. Spatial distortion surfaces for 10 

µm horizontal and vertical translations are shown as examples in figure 11. Figure 11a (11b) 

represents the u (v) spatial distortion for a 10 µm displacement in only the x (y) direction. Figure 

11c (11d) shows the u (v) spatial distortion for a 10 µm displacement in only the y (x) direction. 

If the sample was translated 10 µms in both the x and y directions, the u (v) spatial distortion 

would be the sum of figure 11a and 11c (figure 11b and 11d) as shown in figure 11e (11f). 

Surfaces similar to those shown in figure 11 exist for each input translation. A trend in the 

curvature of these surfaces with the input rigid body translation will be apparent and will be used 

in the following steps to correct for spatial distortion.  
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[Fig 11 Spatial distortion surfaces for 10 µm horizontal and vertical displacements. These 

surfaces were obtained from the test on 1100-O Al presented in the Experimental section at an 
image resolution of 33 nm/pixel (67.4 µm HFW). Note that these surfaces scale with input 

translation.] 
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A linear relationship between spatial distortion and input translation is evident at all data 

points. After obtaining the spatial distortion surfaces for each rigid body translation, the spatial 

distortion at each individual data point is plotted against the input translation value, as shown in 

figure 12. At each data point, this yields four linear functions unique to that data point (u and v 

distortions for displacements in the x direction, and u and v distortions for displacements in the y 

direction). Figure 12 shows the u distortion and v distortion data and linear best-fit curves for a 

series of translations in the x direction.  

Once these four functions are determined for every data point, the spatial distortion in 

each test image is removed by entering the u and v displacement at each data point into the 

spatial distortion linear functions for that specific point. The linear functions yield unique u and v 

spatial distortion fields that are subtracted from the drift distortion corrected displacement fields.  

 
[Fig 12 Spatial distortion at pixel location (2007,523) and linear curve fit for a series of 

translations in the x direction for the 33 nm/pixel image resolution (67.4 µm HFW) experiment 
on 1100-O Al presented in the Experimental section. ] 

 

Noise Reduction 

In this section, guidelines for improving the signal to noise ratio in SEM-DIC will be 

described. SEM imaging parameters must be carefully selected to obtain micrographs with low 
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levels of noise, a particularly important consideration when handling brittle materials or 

examining low strain phenomena. Several of these guidelines are also applicable to the reduction 

of noise at high temperature in-SEM testing, but specialized modifications for high temperature 

applications (validated up to 800°C) are necessary and will be described in future work.  

Drift and spatial distortion corrections are necessary, but have minimal effect on the 

amount of random, SEM-introduced noise inherent in the displacement fields. A general 

guideline for minimizing SEM image noise is to use a long dwell time and high beam current. 

Image integration, in which multiple images are captured and the grayscale value at every pixel 

is averaged over all of the images, is also effective in reducing image noise [12]. This comes 

from the fact that the noise distribution is random and thus will not be at the same location in 

each scan, causing it to be of a reduced magnitude in the final averaged image. However, care 

must be taken when using image integration to avoid capturing images when stress relaxation is 

causing the load to drop rapidly, as sample motion can cause blurring of the resulting image and 

reduced correlation accuracy. Noise reduction through image integration is also possible with 

optical CCDs, but is often not utilized since it would require loading to be paused and thus is not 

included in this comparison.  

Noise in SEM-DIC data can be quite large and has a strong dependence on imaging 

parameters, but with careful experimentation it is possible to reduce SEM noise greatly, to levels 

below those observed in a Point Grey Grasshopper, Model 50S5M/C-C CCD, commonly used 

for optical DIC. Figure 13 compares standard deviations in the SEM-DIC displacement field 

across a wide range of different imaging parameters. The SEM images in this plot were captured 

with the secondary electron detector in a FEI QUANTA 200 3D SEM with a tungsten filament, 

working distance of 16mm, and an image resolution of 500 nm/pixel (500 µm HFW). The 
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pattern was created with drop-cast gold nanoparticles and a 15 x 15 pixel subset (subset size 

selected to contain on average 9 speckles) and a three-pixel step size were used for correlation. 

For the purposes of this comparison, a low magnification was used to avoid the image shifts 

commonly observed at higher magnifications in single image scans [12]. These image shifts 

appear at HFWs smaller than approximately 100 µms as horizontal bands of abrupt changes in 

displacement in both the u and v displacement fields. Since the location and width of these bands 

change from scan to scan, image integration is effective at removing them and must be used at 

smaller HFWs. It is important to note that CCD images do not suffer from these image shifts. 

The displacement noise for a commonly used optical CCD (Point Grey Grasshopper, 

Model 50S5M/C-C, 2448x2048 pixel resolution) was calculated as a comparison to the data 

presented in figure 13. The speckle pattern for the optical DIC data was created by coating the 

sample with Golden Airbrush Titanium White paint #8380 and then overspraying it with Golden 

Airbrush Carbon Black paint #8040 from an airbrush (model Iwata Custom Micron B). DIC was 

performed using a subset size of 21 x 21 pixels and step size of 3 pixels (subset size selected to 

contain on average 9 speckles). Prior to comparison, both the SEM and CCD images were 

trimmed so that 80,000 data points were analyzed.  

As apparent in figure 13, SEM image noise is reduced with a larger spot size, longer 

dwell time, and more image integrations. The smallest standard deviations of 0.0092 pixels in the 

horizontal direction and 0.0087 pixels in the vertical direction were achieved at a 20 kV 

accelerating voltage, 1.2 nA beam current, and 10 microsecond dwell with 8 image integrations. 

These images took 72.42 seconds to capture and had less noise than images that took over twice 

the time to capture. These SEM noise levels are both smaller than those of the Grasshopper CCD 

with horizontal and vertical standard deviations of 0.0126 and 0.0099 pixels respectively. While 
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the data presented in figure 13 is from a tungsten filament SEM, displacement noise from images 

captured in a Philips XL30 FEG-SEM was also minimized with low voltage, high beam current, 

long dwell time, and image integration. Typically, noise levels in a FEG-SEM will be lower than 

those in a tungsten filament SEM due to the higher brightness and lower energy spread of the 

field emission source compared to the tungsten filament. The reader should note that the noise 

characteristics of the Point Grey Grasshopper CCD do not necessarily represent the noise present 

in other optical imaging systems. Optical noise levels lower than the SEM noise stated here may 

be achieved with different CCD or CMOS systems through cooling of the chip and/or image 

integration.  



26 

 
[Fig 13 Standard deviations in the SEM-DIC displacement fields for different imaging 

parameters. Noise is minimized by using a 1.2/1.3 nA beam current, 10 micosecond dwell time, 
and 8 image scans for a total image scan time of 72.42 seconds. In general, increasing beam 

current and dwell time reduces image noise. (81/91 pA = spot size 3, 0.31/0.35 nA = spot size 4, 
and 1.2/1.3 nA = spot size 5)] 
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At low strain values, noise in the displacement and strain fields can hide true 

displacement and strain localization. In these cases, a local averaging filter is useful to make 

areas of localization apparent. Application of the filter will blend the strain values so they will be 

of a reduced magnitude; therefore, this approach is not appropriate for obtaining quantitative 

values of small strains, but rather as a method to pinpoint initial localization. The averaging filter 

box should be sized to contain both the high value (peak) and neighboring low value (valley) of 

noise to effectively cancel them out. If the size of the filter box is too small to capture at least 

one noise peak and valley, the data will not be smoothed. Conversely, an oversized filter box 

containing numerous peaks and valleys may smooth the data more than desired. Figure 14a 

shows an axial strain field from the tensile test presented in the Experimental section where high 

levels of noise make strain localization difficult to discern. It also shows the noise observed in 

the axial strain field from stationary image pairs captured during this test. This ‘noise threshold’, 

peaks at strains of 0.030 while the axial strain field peaks at only 0.050, making it difficult to 

identify strain localization. Figure 14b shows the same strain and noise fields after a 95x95 pixel 

(3.13x3.13 µm) averaging filter represented by the box at the top left of the strain field in figure 

14a has been applied to the data. The averaging filter reassigns the value of each data point with 

the average value of its neighbors. The size of the neighborhood is specified by the size of the 

filter box. After application of the averaging filter, the noise peaks are now 0.004 while the peaks 

from the actual strain field are 0.012, making it easier to identify strain localization. This initial 

strain localization matches up with the axial strain maps from higher loads shown in figure 17. 

This technique is useful for identifying the relationship between initial strain localization and 

specific areas of the microstructure. 
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SEM-DIC data also experiences an interpolation bias [3,25] that shows up as regular 

vertical (horizontal) lines in the horizontal (vertical) displacement and strain fields. These lines 

can disguise actual displacement and strain data at low strain values, but can be reduced by using 

higher order interpolation filters [25]. Additionally, a smooth transition from black to white in 

the speckle pattern or the application of a low-pass filter to DIC images will reduce interpolation 

bias [25]. This interpolation bias is often easy to recognize and does not interfere with the 

identification of strain localization. 
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[Fig 14 Axial strain fields at a globally applied strain of 0.004 for the tensile test on 1100-O Al 
presented in the Experimental section. (a) shows the raw axial strain field as well as the axial 
strain noise field observed in stationary calibration image pairs. The high noise level makes 

identifying strain localization a challenge. (b) shows the same strain field and noise field after the 
application of a 95x95 pixel averaging filter denoted by the white box in the axial strain field in 
(a). Strain localization now stands out from the noise and can be observed in later axial strain 

fields shown in figure 17.] 
 

Experimental 

Using the techniques described in this paper, an in-situ tensile test was performed on 

1100-O aluminum. The material was purchased in sheet form from McMaster-Carr. Dogbone-

shaped tensile test specimens with a gage cross-section of 2 mm x 1 mm and a length of 8 mm 

were fabricated by electro-discharge machining. The 4:1 gage length to width ratio allows for the 

gage section to be subjected to pure tension to achieve an accurate reflection of the material’s 

constitutive behavior [26]. Samples were ground and polished starting by first grinding the edges 

of the gage section with 15 µm silicon carbide abrasive papers to remove edge roughness created 

by electro-discharge machining. One face of the sample was then mechanically polished with 

400, 600 and 800 grit SiC papers with deionized (DI) water. Buehler MetaDi supreme 

polycrystalline diamond suspensions were then used, starting at a grit size of 9 µm, followed by 

3 and 1 µm. Polishing was finished with a final abrasive of 20 nm colloidal silica on a neoprene-

style Mager Scientific Dura Chem PC-740 cloth. Polishing resulted in a final gage cross section 

of 2 mm x 0.88 mm. Platinum markers (500 nm diameter x 500 nm tall) were deposited on the 

surface of the sample with a focused ion beam (30kV accelerating voltage, 10 pA beam current) 

to mark the test FOV, as shown in figure 15. A grid of markers was used so that EBSD could be 

performed on numerous potential test FOVs. EBSD (settings: 25 kV, spot 6, step 500 nm) was 

performed on the polished side of the sample to create an accurate microstructural representation 

of the test FOV. Care was taken to accurately align the EBSD FOV with the test FOV so that the 
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two datasets could be overlaid for analysis. Prior to performing the EBSD scan, the sample was 

rotated such that the outlined area was centered in the scan in the EBSD data collection software 

user interface, and lines connecting neighboring markers were parallel to the x- and y-axes. To 

ensure alignment in the DIC reference image, these same conditions were again checked. If the 

two fields of view are not aligned properly, the resulting images and underlying data will need to 

be stretched or distorted until the markers in the images generated from the EBSD data are 

aligned with the markers visible in the DIC reference image. While stretching the images is 

straightforward, it will lead to inaccurate Euler angles unless the data is manipulated as well. 

Following EBSD, one side of the sample was patterned by self-assembly of 70 nm diameter gold 

nanoparticles as described in [10].  

 
[Fig 15 Pt alignment markers deposited on the surface of 1100-O Al tensile sample. These 

markers are used to align the EBSD FOV with the DIC FOV. An additional off-center marker 
exists outside of the image FOV to orient the EBSD data. The dashed box denotes the test FOV.] 

 
 

The test was performed using an in-situ tension-compression stage (Kammrath & Weiss 

Tension/Compression Module) equipped with a 1 kN load cell and mounted within the FEI 

QUANTA 200 3D SEM chamber. SEM operating parameters were: 20kV accelerating voltage, 
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0.31 nA beam current, 13.1 mm working distance, image resolution of 33 nm/pixel (67.4 µm 

HFW), image size of 2048x1768 pixels, 10 microsecond dwell time, and 4x image integration. 

First, calibration images were captured of a patterned pure aluminum sample mounted to the 

Inconel calibration sample, after which the tensile sample was strained in tension at a 

displacement rate of 8 µm/second. The sample was loaded in steps and held at a constant global 

displacement during image capture. To capture initial strain localization, displacement steps of 8 

µm (measured with a stage-mounted linear variable differential transformer) were used, 

corresponding to strain increments of 0.1%. Once localization in the test sample had developed, 

the displacement step was increased to 50 µms (0.625%). Throughout loading, additional 

calibration images of the unloaded calibration pattern were captured approximately every 30 

minutes. This 30 minute spacing was originally chosen because it matched up well with drops in 

the chamber pressure readout, initially suspected as a cause of drift distortion. Later experiments 

at low vacuum variable pressure mode, and at different levels of vacuum in high vacuum mode, 

did not reveal a relationship between chamber pressure and drift. 30 minutes continues to be used 

since it typically yields ten additional drift distortion image pairs. This is a sufficient number of 

data points for an accurate quadratic drift velocity fit while also resulting in a much shorter test 

than those where image pairs are captured after every load step. 

Post-test, images were first correlated using commercial software [21] with a subset size 

of 45 pixels and a step size of 1 pixel. Image distortions were then removed following the 

techniques described herein, after which strains were recalculated by fitting 15x15 data point 

subsets of the displacement fields with bi-cubic surface fits. A 15x15 data point subset was 

chosen because this subset size was determined to provide the most accurate match to the strain 
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fields calculated by Vic-2D. The gradients of the bi-cubic surfaces were calculated and used to 

calculate the distortion-free Lagrangian finite strain tensors: 
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Note that the shear strain calculation used above assumes that the y-axis points upwards while in 

digital images, the y-axis points down. If data is presented using the digital image axis 

convention, the negative value of the shear strain should be used. The other strain fields are not 

affected by this axis rotation. In this experiment, the maximum observable distortions were -0.25 

and -0.3 µms for drift distortion in the x- and y-directions respectively and -0.037 and 0.013 µms 

of spatial distortion in x- and y-directions respectively. 

Results and Discussion 

The EBSD inverse pole figure (IPF) map of the 1100-O Al tensile sample from the 

dashed box in figure 15 is shown in figure 16. As evident in figure 16, the test FOV is composed 

primarily of grains separated by high angle grain boundaries (HAGBs) possessing 

misorientations > 15° denoted by white lines. Data points with a confidence index less than 0.1 

have been removed and appear as black points. These black data points represent the locations of 

iron intermetallic particles at the surface of the test sample that interfered with indexing Kikuchi 

patterns. 
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[Fig 16 Inverse pole figure (IPF) map of the 1100-O aluminum tensile sample test FOV. Data 
points at iron intermetallic particles with confidence indices under 0.1 have been removed.] 

 

 

As the sample was loaded, axial strain localization progressed as slip bands from grains 

that showed early localization into neighboring grains, as evident in the first column of images in 

figure 17. The evolution of the strain field clearly demonstrates how dislocation slip is able to 

proceed more easily in the favorably oriented grains than in neighboring grains with unfavorable 

orientations. As shown in the Schmid factor map in figure 18a, strain localization primarily 

appears in grains that possess a high Schmid factor and thus are oriented favorably for 

dislocation slip. Transverse strain, shown in the second column of figure 17, localized in bands 

and also concentrated at high angle grain boundaries. It is important to note that transverse strain 

localization is not apparent at the axial slip band localization in the grain marked ‘I’ in the axial 

strain fields of figure 17. This is due to the fact that these slip bands are nearly vertical, with slip 

occurring primarily in the x and z directions and not in the transverse y direction. However, 

transverse strain does localize with the slip bands observed in the axial strain field of the grain 
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marked ‘II’ in figure 17. This suggests that the slip system is oriented so that displacements 

occur in both x and y. This is also confirmed by the shear strain localization at this location as 

seen in the shear strain fields of figure 17. Shear localization also appears in the grain marked 

‘III’ in the shear strain fields of figure 17. Slip system activation is related to Schmid factor in 

this case, in contrast to observations in refs 7 and 8. This may be due to the fact that this 

experiment has a higher spatial resolution and all strain fields are examined. 



35 

 



36 

[Fig 17 Axial, transverse, and shear strain fields for a tensile test on 1100-O Al at four different 
loads. HAGBs are represented by white lines, LAGBs are represented by grey lines. Strain is 

observed to localize at slip bands in grains oriented favorably for dislocation slip.] 
 

 Active slip planes were identified by careful alignment of the DIC strain field with the 

EBSD crystallographic data. Aluminum is a face centered cubic metal and deforms by 

dislocation slip on {111} planes in the 

! 

<11 0 > directions. Dislocation slip will appear as 

localized strain in one of the strain fields depending on the orientation of the slip plane and slip 

direction. For example, slip will appear as axial strain localization if the slip plane is at a shallow 

angle to the sample surface and slip occurs primarily in the direction that tension is applied, as is 

the case with the active slip plane in the grain marked ‘I’ in figure 17. Figure 18b shows the axial 

strain field at the maximum load overlaid with lines representing {111} plane traces of the slip 

systems possessing the highest Schmid factor in each grain. This figure confirms that strain 

localization is aligned with the {111} plane traces and can be inferred to be a result of 

dislocation slip. 
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[Fig 18 (a) shows the Schmid factor plot for the grains in the test FOV. (b) shows the axial strain 

field at maximum load overlaid with {111} plane traces of the slip systems possessing the 
highest Schmid factor. Short white lines represent {111} plane traces.] 
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[Fig 19 Errors in the strain fields resulting from image distortion. The curvature of the strain 
fields is primarily due to drift distortion (larger than spatial distortion in this test due to the 

relatively fine 33nm/pixel image resolution).] 
 

 

At the maximum load reached during this test, image distortion incurred strain errors as 

high as 0.01 if left uncorrected. Figure 19 shows this error, calculated by subtracting the distorted 

strain fields from the distortion free strain fields. These errors are a result of both drift and spatial 

distortion. Drift distortion has a larger effect at the fine image resolution of 33 nm/pixel used in 

this experiment. Much of the curvature of these strain error surfaces are a result of drift distortion 

which had a magnitude as high as 0.3 µms in the final test image. Spatial distortion is affected by 

the amount of displacement at each data point. Thus, at slip bands where large displacements 

occur, spatial distortion is expected to be greater, which is confirmed to be the case. This high 
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error is in contrast to the maximum error of 0.0035 observed in an experiment with an image 

resolution of 730 nm/pixel. That experiment experienced larger spatial distortion that was offset 

by the low drift distortion customary at that low magnification. 

Conclusions 

SEM-DIC is an emerging and powerful technique used to study nano- and micro-scale 

phenomena in a wide range of materials. By combining SEM-DIC with EBSD microstructure 

mapping, it is now possible to link in-situ deformation behavior, at the length scale of the 

microstructure, directly to the underlying crystallography of the material. SEM-DIC is a 

powerful new experimental technique, but its correct implementation introduces challenges that 

are far more complex than those encountered in macro-scale DIC.  

• SEM image distortions can introduce significant error into SEM-DIC displacement fields. 

Drift distortion velocity as high as 0.34 pixels/minute for an image resolution of 29 

nm/pixel and spatial distortion of 1.6 pixels for an image resolution of 730 nm/pixel at a 

strain of 0.2 were observed in this work. Drift distortion is more problematic at high 

magnification while spatial distortion dominates at low magnification. Spatial distortion 

at a point is related to the displacement that point experiences. Spatial distortion can be 

reduced by keeping the reference field of view centered throughout the test to prevent 

rigid body translations.  

• Performing drift distortion corrections without accounting for stress relaxation can result 

in larger errors than if the data is left uncorrected. Two approaches are introduced to 

correctly account for stress relaxation. When SEM hardware modifications are possible, 

the use of a stationary unloaded calibration pattern is used to accurately remove stress 

relaxation induced displacements from calibration image data. A technique to relate stress 
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relaxation induced displacements to the load drop during image capture is presented as an 

alternate method when the addition of an unloaded calibration pattern to the in-SEM 

testing setup is infeasible.  

• The impact of a wide range of SEM settings on image noise is quantified and noise 

minimization schemes are discussed, where it is shown that proper microscope settings 

can reduce noise in the SEM-DIC displacement fields to below that of a Point Grey 

Grasshopper, Model 50S5M/C-C CCD commonly used in optical DIC experiments. As a 

general guideline, high beam current (large spot size), long dwell time, and image 

integration should be utilized. 

• The location of early strain localization was correctly determined by the application of an 

appropriate averaging filter to minimize noise inherent to the SEM imaging process. This 

results in averaged strain values and does not provide quantitative early strain measures. 

• Active slip planes in 1100-O aluminum were identified by aligning the DIC strain field 

with the EBSD crystallographic data. As loading proceeded, axial strain localization 

progressed as slip bands from grains that showed early localization into neighboring 

grains. The evolution of the strain field clearly demonstrated how dislocation slip was 

able to proceed much more easily in favorably oriented grains than in neighboring grains 

with unfavorable orientations.  

• Transverse and shear strain localized in bands and also concentrated at grain boundaries. 

Transverse strain localization was not apparent in a grain where the slip bands were 

nearly vertical, with slip occurring primarily in the x and z directions and not in the y 

direction. Shear strain localized at HAGBs suggesting imperfect slip transfer across the 

boundary as a result of high misorientation.  
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• In this test, image distortions were shown to result in strain errors as high as 0.01 if left 

uncorrected. 
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